Experiment of Document Clustering by Triple-pass Leader-follower Algorithm without Any Information on Threshold of Similarity
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Abstract: The number of clusters has to be defined a priori in most clustering algorithms, but it is usually unknown in situations to which document clustering is applied. Therefore, it would be convenient if a clustering algorithm could be executed without any information on the number of clusters. This article attempts to develop such an algorithm by extending the leader-follower clustering algorithm, which is appropriate for the clustering of large-scale datasets. Specifically, a threshold value required for executing the leader-follower clustering algorithm is automatically estimated from some pairs of documents by scanning the document file one time before executing the standard leader-follower algorithm. In particular, the triple-pass algorithm in which cluster vectors are generated in the second scan and each document is allocated to the most similar cluster in the third scan is proposed. The experimental result suggests that the triple-pass leader-follower clustering algorithm is sufficiently effective and comparable with the hierarchical Dirichlet process (HDP) mixture model and with the spherical k-means algorithm with automatically estimating the number of clusters based on the cover-coefficient. The algorithm requires less computational iteration than the other two methods, and is thus cost effective.
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1. Introduction

A core element of text mining is document clustering, which has been widely used for organizing heterogeneous sets of documents such as news articles, web pages, e-mails and so on. In many cases, the number of clusters is unknown because document clustering is usually expected to work in an unsupervised manner without any predefined classification scheme, which is a major difference from text categorization. Unfortunately, standard techniques for dividing documents into several clusters in an unsupervised manner (e.g., k-means algorithm) usually require the number of clusters as a parameter to be determined a priori, and so may not be applied ‘correctly’ to a document collection for which the number of ‘true’ clusters is unknown.

This article aims to develop a clustering algorithm without any information on the number of clusters inherent in the target document collection, and more specifically, attempts to extend the leader-follower clustering algorithm [6] for this purpose. This algorithm is sometimes referred to in the literature as a ‘method requiring no information on the number of clusters’ (e.g., [16]), but actually, a threshold of proximity (or similarity) between a document and a cluster for determining whether the document is allocated to the cluster or not has to be specified a priori instead of the number of clusters. Accordingly, in the algorithm proposed by this article, an appropriate threshold is estimated at the first scan of the target file. Thereafter, by applying the standard leader-follower algorithm based on the estimated threshold, a set of clusters is generated. In other words, by automatically estimating the threshold used in the leader-follower clustering algorithm, the number of clusters inherent in the target dataset can be posteriorly obtained as a result of the clustering operation.

The reason why the leader-follower technique was selected is that it is suitable for clustering of large-scale document collections in terms of computational efficiency [10]. Actually, the method proposed here can generate final clusters after scanning the file containing a document set only three times (i.e., triple-pass clustering). In contrast, many more scans would usually be needed for iterative computation in the k-means methods or the EM algorithm for estimating parameters in probabilistic mixture models [13] and probablistic latent semantic indexing (PLSI) [8], which can be used for document clustering (of course, the dominant efficiency of the leader-follower algorithm is not changed if the file is completely loaded in the main memory).

This article reports on an experiment of empirically examining the validity or quality of clusters generated by the triple-pass leader-follower clustering algorithm using a portion of the Reuters corpus (RCV1) [11]. The result showed that the algorithm was comparable with the spherical k-means algorithm and the hierarchical Dirichlet process (HDP) mixture model [14] in terms of the effectiveness. This means that the proposed method is highly cost-effective because it can generate clusters of ade-
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quate quality after only three iterations without any information on the number of clusters.

2. Automatically Estimating the Number of Clusters in Document Clustering

Several techniques for automatically estimating the number of clusters inherent in a document collection have already been developed (e.g., [15]). Some of them were used in the experiment of this article as baselines for measuring the effectiveness of the triple-pass leader-follower clustering algorithm introduced in the next section.

2.1 Cover-coefficient

The cover-coefficient-based concept clustering methodology (C^3M) by [2] and [3] works without a predetermined number of clusters by predicting it from a ‘cover-coefficient’, which measures the degree to which a given document is ‘covered’ by the other documents. The cover-coefficient is computed as \( \delta_{ij} = \sum_{t=1}^{M} \phi_{ij} \rho_{ij} \) based on two quantities \( \phi_{ij} \) and \( \rho_{ij} \) such that

\[
\phi_{ij} = \frac{s_{ij}}{\sum_{j'=1}^{N} s_{ij'}} \quad \rho_{ij} = \frac{s_{ij}}{\sum_{j'=1}^{N} s_{ij'}} \quad (i = 1, \ldots, N; j = 1, \ldots, M),
\]

where \( s_{ij} = 1 \) if the \( j \)-th index term appears in the \( i \)-th document and \( s_{ij} = 0 \) if not, and \( N \) indicates the number of documents included in the set and \( M \) means the total number of distinct terms contained in the \( N \) documents. When \( i = i' \), \( \delta_{ii} \) can be interpreted as a measure of ‘uniqueness’ of the \( i \)-th document. Actually, if the \( i \)-th document does not share any term with the other documents, then \( \delta_{ii} = 1 \), which means that the document is completely unique in the set. Conversely, when all terms in the \( i \)-th document appear in all the other documents, \( \delta_{ii} \) becomes \( 1/N \), which is its minimum value. Therefore, the number of clusters (which is denoted by \( L \)) can be estimated as \( L = \sum_{i=1}^{N} \delta_{ii} \) by using the ‘uniqueness’, and it is possible to execute various clustering algorithms such as k-means or PLSI based on the estimation.

2.2 HDP mixture model

Recently, PLSI [8] and latent Dirichlet allocation (LDA) [1] have often been used for discovering ‘latent’ topics included implicitly in document collections, and the ‘topic model’ empirically constructed by them can also provide a set of clusters to which documents belong. However, the number of topics (or clusters) has to be determined a priori before executing PLSI and LDA.

On the other hand, in the HDP mixture model [14] which can be considered as an extension of LDA, the number of topics is automatically estimated based on hyper-parameters in a Bayesian framework because this model is theoretically a mixture of an infinite number of components (corresponding to topics or clusters) and the actual number of components is empirically fixed in the process of parameter estimation for the given data. Therefore, the HDP mixture model would be a useful tool for document clustering when the number of clusters is unknown.

Similarly with LDA, it is assumed in HDP that a latent topic is assigned to each token in a document, and then a term appearing as the token is determined according to the latent topic. The assignment of topics and the determination of terms are supposed to be executed stochastically based on the Dirichlet distribution, which can be interpreted as a ‘distribution of distributions’. After estimating the topics of all tokens included in the document collection under assumptions of the HDP mixture model, a set of document clusters can be obtained by considering the most frequently appearing topic in a document as a label of the cluster to which the document should belong.

3. Leader-follower Clustering Algorithm with Estimation of Threshold

As mentioned above, the leader-follower clustering algorithm [6] is suitable for processing large-scale datasets because clusters can be generated by scanning the target file (in the main memory or hard disk) only once or twice, and therefore, many researchers have adopted it for clustering large-scale document collections.

3.1 Basic Procedure of Leader-follower Clustering

A typical procedure of the double-pass leader-follower clustering [4] is to generate cluster vectors at the first scan of the file in online mode, and to allocate each document to a cluster at the second scan, as shown in Figure 1 [10].

3.2 Estimation of Threshold

In the case of document clustering, the cosine coefficient is usually used as a metric of the similarity between two vectors of a document and a cluster, and the weight of \( j \)-th term in document \( d_i \) is adopted as the \( j \)-th element of document vector \( \mathbf{d}_i \). Whereas the weight is often computed based on a tf-idf weighting formula (e.g., see [10]), this article employs simple tf (term frequency) as the element in order to prevent the inference of similarity threshold from becoming too complicated. Actually, by using tf vectors, each cluster vector can be simply computed as a summation of vectors of documents belonging to the cluster such that

\[
\mathbf{c}_k = \sum_{i \in d \in c_k} \mathbf{d}_i,
\]

where \( \mathbf{c}_k \) denotes the vector of cluster \( C_k \) (note that \( C_k \) is formally defined as the \( k \)-th set of some documents), and the cosine similarity between document \( d_i \) and cluster \( C_k \) in step 2-2 of Figure 1 is formally computed as

\[
s(i,k) = \cos(\mathbf{d}_i, \mathbf{c}_k) = \frac{\mathbf{d}_i^T \mathbf{c}_k}{\|\mathbf{d}_i\| \|\mathbf{c}_k\|} = \frac{1}{\|\mathbf{d}_i\|} \sum_{k \in d \in c_k} \frac{\mathbf{d}_i^T \mathbf{d}_k}{\|\sum_{k \in d \in c_k} \mathbf{d}_k\|}.
\]
The update of cluster vectors in step 2-2) is also based on Equation (1).

In order to compensate for omitting the idf factor in document vectors, index terms with high document frequency were removed in the experiment of this article (see below). This can be considered to be an implementation of feature selection.

3.2 Inference of Similarity Threshold

Intuitively, there would appear to be no way of knowing the ‘true’ value of a threshold leading to the optimal number of clusters in an unsupervised manner. However, it is certain that the ‘true’ value of a threshold leading to the optimal number of clusters will be reasonable to simply average 

\[ \omega(n) = \frac{1}{n} \sum_{i=1}^{n} \cos(d_i, d_h) \]

over documents for determining the threshold \( \theta \), namely,

\[ \theta = \frac{1}{N-n} \sum_{i=1}^{N-n} \omega'(n). \]

Note that the average of Equation (2) must be computed by removing \( d_i \) where \( \omega'(n) = 0 \) in practice.

3.3 Triple-pass Leader-follower Clustering Algorithm

Consequently, the double-pass algorithm shown in Figure 1 can be extended to a ‘triple-pass’ algorithm as follows.

- First scan: Threshold \( \theta \) is automatically determined by Equation (2).
- Second scan: Cluster vectors are generated by step 2) in Figure 1.
- Third scan: Every document is allocated to a cluster by step 3) in Figure 1.

The triple-pass leader-follower clustering is very efficient because a set of clusters will be generated after scanning the target file only three times. If cluster vector generation and document allocation are concurrently executed at the second scan, then the processing time becomes shorter at the cost of cluster quality.

4. Experiment on Performance of Triple-pass Clustering

This experiment empirically examined the validity of clustering results from the triple-pass leader-follower algorithm by comparing effectiveness measured by nMI [12] between the algorithm and other techniques with automatic estimation of the number of clusters.

4.1 Clustering Methods for Comparison

The following clustering techniques were used for comparing effectiveness in this experiment:

- The spherical k-means algorithm in which the number of clusters derived from the cover-coefficient is used.
- The HDP mixture model.

The k-means algorithm based on the cosine similarity is often called ‘spherical k-means’ because \( d_i ||d_i|| \) is a unit vector distributed on a hyper-sphere (note that cluster vector \( c_i/||c_i|| \) is also
a unit vector, and that the cosine measure is computed as an inner product of the two unit vectors. Although there are several versions of the spherical k-means algorithm (e.g., see [5], [9]), this experiment modified the Hartigan-Wong algorithm [7] by replacing the Euclidean distance with the inner product of two unit vectors (see Appendix A.1 for the details) because the Hartigan-Wong algorithm is known to be usually more effective than other k-means algorithms.

On the other hand, for the HDP mixture model, a technique of Gibbs sampling based on Chinese restaurant franchise (CRF) model [14] was employed (see Appendix A.2). In this experiment, after the Gibbs sampling was executed 3,000 times iteratively (note that this is a single chain), 10 samples extracted from the 2010th iteration to 3000th iteration with 10 intervals were used for generating sets of clusters, respectively, and the nMI score was averaged over the ten samples.

4.2 Dataset for Experiment and Evaluation Metric

The Reuter corpus RCV1 [11] created as a test collection for text categorization was used to compare the effectiveness of document clustering techniques. Since one or more topic codes are assigned to each record of the corpus, which can be considered as ‘answers’ of clustering, the validity of clusters generated by the techniques can be assessed based on the topic codes (note that the topic codes were used only for evaluation). Particularly, as a test dataset for this experiment, a set of 6,374 records to which just a single topic code is assigned was extracted from news articles published during August 1996 (i.e., \( N = 6374 \)) because evaluation of clustering results including multi-topic documents becomes too complicated. In total, 68 different topic codes appear in the 6,374 records (i.e., the ‘true’ number of clusters is 68).

By standard text processing which consists of tokenization, removing stopwords and stemming by Porter’s algorithm, document vectors for clustering were generated from the records. As described above, term frequency was simply used as the element of document vectors, and instead of incorporating the idf factor into the element, ‘non-specific’ terms appearing in more than 10% of all documents (i.e., over 647 documents) were removed from all document vectors. Also, terms appearing in only one document were not used as features for clustering. As a result, in total, 19,610 different terms were used in document vectors (i.e., \( M = 19610 \)) and the average document length amounted to 99.99.

At the evaluation stage, nMI was used for measuring cluster validity. As the normalizing factor, \( \max[E(C), E(A)] \) was adopted where \( E(C) \) and \( E(A) \) are entropy of cluster set \( C \) and of topic code set \( A \), respectively [12].

4.3 Comparison of Clustering Results

The experimental results are shown in Tables 1 and 2. As indicated in Table 1, the number of clusters estimated by using the cover-coefficient was 247.3 (i.e., \( L = 247 \)), which is substantially larger than the number of topic codes (i.e., \( N = 68 \)). In the HDP mixture model, the number of clusters was estimated to be 54, 74 and 84 for the parameters \( \gamma = 0.1 \), \( \gamma = 0.5 \) and \( \gamma = 1.0 \), respectively, where \( \gamma \) is a hyper-parameter governing the possibility that a new topic is selected (see Appendix A.2). Although the values estimated by the HDP mixture model were closer to the number of topic codes, the estimation appears to be highly dependent on the hyper-parameter (note that the other hyper-parameters also affect the final results). However, it may be possible that 3,000 iterations were insufficient for attaining sufficient convergence, and two values may become closer by iterating the sampling many more times. Because the HDP mixture is not the main target of this study, the problem of convergence when applying the HDP mixture to document clustering was left for future research.

In the case of triple-pass leader-follower clustering, the resultant number of clusters and the value of threshold \( \theta \) varied largely with different sample size of \( n \). It seems that a small sample (e.g., \( n = 1 \) or 2) does not provide good results, which is consistent with intuition derived from Equation (2). However, larger-size samples did not always improve the estimation. For example, 21

<table>
<thead>
<tr>
<th>Methods</th>
<th>Parameters</th>
<th>nMI scores</th>
<th>No. of scans</th>
</tr>
</thead>
<tbody>
<tr>
<td>k-means</td>
<td>( L = 247 )</td>
<td>( 0.4008 )</td>
<td>36</td>
</tr>
<tr>
<td></td>
<td>( L = 74 )</td>
<td>( 0.4315 )</td>
<td>43</td>
</tr>
<tr>
<td></td>
<td>( L = 68 )</td>
<td>( 0.4313 )</td>
<td>30</td>
</tr>
<tr>
<td></td>
<td>( L = 66 )</td>
<td>( 0.4297 )</td>
<td>45</td>
</tr>
<tr>
<td></td>
<td>( L = 54 )</td>
<td>( 0.4454 )</td>
<td>39</td>
</tr>
<tr>
<td>leader-</td>
<td>follower</td>
<td>( 0.1^* )</td>
<td>( 0.715^* )</td>
</tr>
<tr>
<td>follower</td>
<td>( L = 247 )</td>
<td>( 0.401 )</td>
<td>( 0.472^* )</td>
</tr>
<tr>
<td>follower</td>
<td>( L = 74 )</td>
<td>( 0.423 )</td>
<td>3</td>
</tr>
<tr>
<td>follower</td>
<td>( L = 68 )</td>
<td>( 0.432 )</td>
<td>3</td>
</tr>
<tr>
<td>follower</td>
<td>( L = 66 )</td>
<td>( 0.432 )</td>
<td>3</td>
</tr>
<tr>
<td>follower</td>
<td>( L = 54 )</td>
<td>( 0.432 )</td>
<td>3</td>
</tr>
<tr>
<td>leader-</td>
<td>follower</td>
<td>( 0.1^* )</td>
<td>( 0.406 )</td>
</tr>
<tr>
<td>follower</td>
<td>( L = 247 )</td>
<td>( 0.423 )</td>
<td>3</td>
</tr>
<tr>
<td>follower</td>
<td>( L = 74 )</td>
<td>( 0.432 )</td>
<td>3</td>
</tr>
<tr>
<td>follower</td>
<td>( L = 68 )</td>
<td>( 0.432 )</td>
<td>3</td>
</tr>
<tr>
<td>follower</td>
<td>( L = 66 )</td>
<td>( 0.432 )</td>
<td>3</td>
</tr>
<tr>
<td>follower</td>
<td>( L = 54 )</td>
<td>( 0.432 )</td>
<td>3</td>
</tr>
<tr>
<td>leader-</td>
<td>follower</td>
<td>( 0.1^* )</td>
<td>( 0.406 )</td>
</tr>
<tr>
<td>follower</td>
<td>( L = 247 )</td>
<td>( 0.423 )</td>
<td>3</td>
</tr>
<tr>
<td>follower</td>
<td>( L = 74 )</td>
<td>( 0.432 )</td>
<td>3</td>
</tr>
<tr>
<td>follower</td>
<td>( L = 68 )</td>
<td>( 0.432 )</td>
<td>3</td>
</tr>
<tr>
<td>follower</td>
<td>( L = 66 )</td>
<td>( 0.432 )</td>
<td>3</td>
</tr>
<tr>
<td>follower</td>
<td>( L = 54 )</td>
<td>( 0.432 )</td>
<td>3</td>
</tr>
</tbody>
</table>

Note: * Other hyper-parameters are \( \alpha = 0.1 \) and \( \beta = 0.01 \). * An average over 10 samples.
clusters with \( n = 50 \) and \( \epsilon = 0.001 \) is clearly too few for the test dataset. In this experiment, a valid result was obtained in the run with \( n = 10 \) and \( \epsilon = 0.001 \), which generated 68 clusters.

Table 2 shows the nMI score of each run. The difference in scores between algorithms is not so large, which suggests that a specific algorithm does not provide particularly ‘poor’ clustering results in this experiment. Among them, the triple-pass leader-follower clustering algorithm with \( n = 10 \) and \( \epsilon = 0.001 \) showed the highest effectiveness measured by nMI (\( = 0.4770 \)) in this experiment, which was followed by the HDP mixture with \( \gamma = 0.5 \) (the score of nMI was 0.4725 on average for 10 samples).

Unfortunately, combination of the cover-coefficient and the spherical k-means algorithm did not yield a better set of clusters in this experiment (nMI was 0.4008). To confirm the effectiveness of the spherical k-means algorithm, it was also executed with \( L = 68 \) (the number of topic codes), \( L = 66 \) (the number of clusters estimated by the triple-pass leader-follower clustering algorithm when \( n = 20 \) and \( \epsilon = 0.01 \)), and \( L = 54 \) and 74 (the numbers of clusters estimated by the HDP mixture model). The results are also shown in Table 2, which indicates that the spherical k-means algorithm provided sufficiently comparable results, but did not outperform the leader-follower clustering algorithm.

It should be noted that this result does not necessarily mean that the leader-follower clustering algorithm is superior because there are various k-means algorithms and the difference of nMI scores was slight.

Similarly, in order to determine empirically the superiority of the leader-follower clustering algorithm over the HDP mixture model, it is necessary to repeatedly execute more times the Gibbs sampling for the HDP with various sets of parameters, which is not the aim of this experiment. For the purpose of this article, it is sufficient to obtain evidence that the triple-pass leader-follower clustering algorithm can create clusters of ‘comparable’ quality with those generated by the HDP mixture model or the k-means algorithm requiring many more scans of the dataset.

Table 2 also indicates the number of times that the document file was scanned by each algorithm. In the case of the spherical k-means based on the Hartigan-Wong methods, scans from 30 to 45 were needed until the result converged, which is about ten times more than that in the triple-pass leader-follower clustering algorithm. Therefore, in terms of ‘cost-effectiveness’, it can be concluded that the triple-pass leader-follower clustering algorithm clearly outperforms the HDP mixture model or the spherical k-means algorithm with automatic estimation of the number of clusters.

5. Discussion

Although the experiment showed that the triple-pass leader-follower clustering algorithm generated sufficiently valid clusters of documents after only three scans of the dataset, it was also clarified that the validity is largely dependent on the parameter \( n \), which is the sample size for estimating threshold \( \theta \) and \( \epsilon \), which is the threshold for identifying the vicinity of each document. Because the actual vicinity of each document exemplified in Figure 2 is unknown in an unsupervised situation, it might be unreasonable to estimate \( \tau(V_i) \) from the data. In addition, it is not theoretically guaranteed that this value provides a ‘local’ threshold for merging documents around the vicinity of \( d_i \), and also that its average can be used as threshold \( \theta \) which is a ‘global’ parameter for applying the entire document space constructed by the set.

However, as long as the values of these parameters are appropriately selected, this ‘heuristic’ rule for estimating the threshold worked well in this experiment in spite of its theoretical weakness. As described above, since the leader-follower clustering algorithm is very efficient, it would be worth exploring methods that can automatically estimate an optimal value of the threshold, which is one of the findings of this experiment.

It would be natural to consider that the combination of \( n = 10 \) and \( \epsilon = 0.001 \) will not always yield good results for other document collections. Nevertheless, it is clearly better to depend on the heuristic rule proposed by this article than on arbitrarily direct allocation of a value to the threshold in actual situations because the heuristic rule tries to probe the actual content of the target dataset based on samples from it before applying the clustering algorithm. If much experience of using the rule for various document collections is accumulated, then a ‘standard’ sample size for a given value of \( \epsilon \) may be identified empirically.

6. Concluding Remarks

In this article, the triple-pass leader-follower clustering algorithm was proposed as a method for grouping documents without prior knowledge of the number of clusters, and the experiment showed that the algorithm can yield valid clusters through comparisons of effectiveness with other techniques, the HDP mixture model and the spherical k-means algorithm with automatic estimation of the number of clusters based on the cover-coefficient.

However, the experimental result was obtained from only a single document collection, which was specially created by extracting a portion of the RCV1 corpus. Therefore, future research is required to test the proposed algorithm on various document collections, which would be useful to obtain knowledge on an optimal sample size that has to be specified a priori as a parameter for executing the algorithm.
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Appendix

A.1 Spherical K-means Algorithm

In the Hartigan-Wong algorithm [7], the density of generated clusters is used as an objective criterion for clustering. If the density increases by moving a document to another cluster, then the document is reallocated to the cluster in an iterative procedure. For the case of cosine measure, the ‘density’ of cluster $C_k$ is reasonably defined such that $J_k = \sum_{d \in C_k} \|v_t - d\|_2$ where $v_t = d_i / ||d_i||$ and $c_k = \sum_{d \in C_k} v_t$. From simple manipulation, the increase of $J_k$ by moving document $d_i$ to cluster $C_k$ can be represented by

$$\Delta J_k = \frac{\|v_t\|}{\|v_t + c_k\|} - 1 \frac{v_t^T c_k + 1}{\|c_k + v_t\|}$$

where $v_t = d_i / ||d_i||$. On the other hand, when document $d_i$ is removed from cluster $C_k$, the decrease of $J_k$ becomes

$$\Delta J_k = \left(1 - \frac{||c_k||}{\|c_k - v_t\|}\right) \frac{v_t^T c_k - 1}{\|c_k - v_t\|}$$

By changing the Euclidean distance to the cosine measure and incorporating straightforwardly $\Delta^+ J_k$ and $\Delta^- J_k$ into the original Hartigan-Wong algorithm, it is possible to execute an effective spherical k-means algorithm (first L documents were automatically selected as initial seeds).

A.2 Gibbs Sampling for HDP Mixture Model

Gibbs sampling based on the CRF model [14] allows the topic assignment to be estimated for each token in given textual data. In this framework, each document is considered as a single restaurant of the franchise serving a common menu of dishes, and a customer of the restaurant (corresponding to a token) selects a table at which only a single dish is ordered where a dish is regarded as a topic. In the Gibbs sampling, random selection of a table at which each token is sitting and of a dish ordered by each table, is iteratively repeated based on the full conditional probabilities that are derived from the assumption of the HDP. The conditional probabilities are mathematically complicated and contain many notations listed in Table A.1.

First, the probability that the $u$-th table was chosen for given the $h$-th token (denoted by $w_h$) in each restaurant becomes

$$P_d(u_h = w_h | \Gamma(F_{ht} + \gamma)) = \frac{\Gamma(F_{ht} + \gamma)}{\sum_{c \in C_k} \Gamma(F_{ht} + \gamma)}$$

where $\Gamma$ is a gamma function).

In the Gibbs sampling, random selection of a table at which each token is sitting and of a dish ordered by each table, is iteratively repeated based on the full conditional probabilities that are derived from the assumption of the HDP. The conditional probabilities are mathematically complicated and contain many notations listed in Table A.1.

First, the probability that the $u$-th table was chosen for given the $h$-th token (denoted by $w_h$) in each restaurant becomes

$$P_d(u_h = w_h | \Gamma(F_{ht} + \gamma)) = \frac{\Gamma(F_{ht} + \gamma)}{\sum_{c \in C_k} \Gamma(F_{ht} + \gamma)}$$

where $\Gamma$ is a gamma function.)